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One of the most common complaints I hear 
from clinician-researchers is that statistics are 
difficult to understand and apply. Misstatements 
such as “differences were highly significant, with 
p=0.008” or “our study proved X causes Y” re-
inforce common misperceptions associated with 
statistics. These statements illustrate 2 common 
fallacies. The first is that smaller p values can be 
interpreted as a larger effect, and, that a small 
p value is evidence of “truth.” In order to under-
stand why these assumptions are fallacies, it is 
important to know what the p value represents. 

The accepted convention for separating po-
tential explanations (X causes Y) from chance 
happenings is testing the null hypothesis. One 
can think of testing the null hypothesis as a ”rit-
ualized exercise of devil’s advocacy.”1 The null 
hypothesis is an artificial argument – that any 
difference between treatment groups is due to 
chance, assuming that the treatment has no 
effect. Researchers hope that this likelihood is 
small. The p value derived from statistical test-
ing is an estimate – the probability that, assum-
ing the intervention is not effective, that treat-
ment groups are different simply due to chance 
variation. If a small p value (conventionally 
<0.05) is obtained, then the researcher rejects 
the assumption of difference due to chance and 
accepts the alternative - that differences are 
likely due to the treatment.

Groups can differ simply due to chance. Two 
common sources that contribute to this are sam-
pling error and measurement error. Sampling 
error occurs when groups are inherently differ-
ent by chance. Random assignment can reduce 
this error, but does not ensure group equiva-
lence with respect to all factors that might influ-
ence the outcome. Measurement error can exist 
depending on how, when, where and by whom 
outcomes are measured. Either source of error 
can introduce doubt as to whether change in the 
outcome (Y) is solely attributable to the inter-
vention (X). Thus, it is not possible to prove cau-
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sality. We can, however, estimate the probability 
(p) that observed differences between groups 
are based on “chance” using the null hypothesis. 

Getting significant differences (p<0.05) is in-
fluenced by three factors: magnitude of effect, 
sample size, and variation in the data. Because 
sample size influences p value, a small p cannot 
be simply equated with large effect size. Results 
from a study with 1,000 subjects will always 
have a much smaller p value than one with 100 
subjects, given the same magnitude of differ-
ence between groups. Power of a statistical test 
- the likelihood of rejecting the null hypothesis 
when there is a real difference - is influenced by 
the number of observations/sample size.

Effect size is about actual differences. It can 
be determined from raw data (e.g., difference 
between group means) or standardized (raw ef-
fect size divided by the standard deviation). It 
is helpful for researchers to think about raw ef-
fect size as the minimally important difference 
(MID), that is clinically meaningful. The stan-
dardized effect size, which takes into account 
the variance, can be interpreted as a measure 
of “importance”. Thus, it gives an objective esti-
mate of the strength of association between the 
outcome and intervention/treatment. Common 
effect size measures include r2, eta square, odds 
ratio and Cohen’s d.

Statistical Decision Making

So, why do clinicians often equate a statisti-
cally significant p value with truth about causal-
ity? Humans innately have a need for certainty. 
When individuals feel uncertain or there are 
multiple cues that need to be considered simul-
taneously, individuals often rely on one-dimen-
sional rule-based decision making.2 Such is the 
case with statistical analysis and interpretation.3 
Several researchers have criticized this “fan-
tasy” of statistical testing as proving effective-
ness, and have called for logical interpretation 
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of data along with use of the p value, effect size 
estimate and replication of findings.4,5

CONSORT Guidelines and Improved CON-
SORT guidelines now encourage researchers to 
provide information about the MID when pub-
lishing. They also suggest that MID be defined in 
advance and used as the effect size for design-
ing clinical trials.6 Despite changes in publication 
standards and improved statistical techniques 
available, clinicians and researchers still tend to 
fear statistics and make rash judgments about 
the meaningfulness of statistics. 

Therefore, the remainder of this paper will 
discuss issues that may help demystify statis-
tical testing and provide clinician-researchers 
with realistic strategies for improving the quality 
of one’s own research efforts. 

The Logic of Establishing Causality

Establishing the causality between an inter-
vention and outcome requires that 5 tenets be 
met. First, there must be a logical or biologically 
plausible relationship between the cause and the 
outcome. Second, exposure to the cause must 
precede development of the outcome. Third, 
there has to be evidence of strength of associa-
tion. Fourth, and critically relevant to both prop-
er design and statistical testing, is that there 
has to be a lack of competing explanations for 
the results. Last, evidence must be replicated. A 
single study does not provide sufficient evidence 
to support causality.

Study design is critical to making causal 
statements. Having a comparison group (or bet-
ter yet, a control group if possible) is necessary 
to tease apart whether any observed changes 
are attributable to the treatment/intervention. 
While the statistical test (and associated p val-
ue) can give us an estimate of chance differ-
ences, it alone is insufficient. One must consider 
why treatment versus comparison groups might 
(or might not) differ. Some common reasons in-
clude: 

•	 Individuals in the respective groups looked 
similar but differed in subtle ways that were 
undetectable but important.

•	 Changes observed over time could be nat-
ural occurrences (e.g. aphthous ulcers and 
healing)

•	 Measurement was flawed or unequally im-
plemented

•	 Study length was insufficient to capture im-

pact over time
•	 Not all subjects were available for all obser-

vation periods or differentially dropped from 
the study (missing data).

•	 There were too few subjects to capture a dif-
ference if it existed or there were so many 
subjects that even a trivial difference would 
be statistically significant.

Statistical Tests as Part of a Logical
Argument

One of the most compelling books in print to-
day is Statistics as Principled Argument.1 Abel-
son argues for use of applied logic and good 
judgment along with hypothesis testing to make 
good decisions about study results. Psycholo-
gists have shown that people are highly sus-
ceptible to confirmation bias. Confirmation bias 
results when people selectively focus on infor-
mation that reinforces preexisting ideas, thus 
resulting in overestimating the influence of sys-
tematic factors (like an imposed treatment) and 
underestimating influence of alternative expla-
nations, including chance. This may cause in-
dividuals to conclude that an intervention is ef-
fective, especially if there is a p value from a 
statistical test of <0.05, without thoughtful con-
sideration of other factors.

Since very few clinical researchers have the 
depth of understanding that underlies the field 
of methods and biostatistics, they are likely un-
aware of how a conceptual model, study design 
and measurement can be used to their maximal 
benefit to answer meaningful research ques-
tions. Actively seeking out a consultation with a 
biostatistician with experience in the broad field 
of health-related research is one of the most ef-
fective ways to overcome a fear of statistics. 

Getting a Statistical Consult

Obtaining a statistical consult during the de-
sign phase of a study is one of the best ways 
to maximize efficiency in the research process. 
Many institutions have statistical consultation 
services or individuals who can provide these 
consults. Find someone at your institution who 
is knowledgeable with whom you can discuss 
your project.

Once identified, prepare for the consulta-
tion in advance. Be prepared for the questions 
that the statistician might ask about previous 
research. In the literature, be attentive to how 
results may have changed over time. An inter-
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Conclusion
Most importantly, leave your apprehension at 

the door and look at the consultation as a unique 
opportunity to engage in creative planning. Sta-
tistics are wonderful tools, but only if used cor-
rectly. Statistical analysis programs manage the 
computational aspects but do not overcome bad 
design and incorrect analyses. Approach the re-
search process just as you would plan a trip to 
a foreign country and you can avert the fear of 
statistics and pain of failure.

esting observation about study results is that 
effects often decrease over time. Lehrer sug-
gests that “truth wears off” over time because 
our illusions about the meaningfulness of vari-
ous research questions declines over time.7 Be-
ing able to articulate this trend will be important 
for study design and power analysis. Getting the 
right estimate for sample size initially improves 
the likelihood of getting meaningful results. 

In advance, draft an abstract that summarizes 
your proposed project using the PICO format.8

(P) Population: Who is the population being 
studied?
(I) Intervention: What is the intervention or 
exposure variable?
(C) Comparison or Control Group: What is 
the most appropriate comparison or control 
group?
(O) Primary Outcome Measure: What out-
comes are feasible to measure?

A good consultation will usually result in modify-
ing some aspects of your original research plan. 
So, be prepared to capture recommendations ei-
ther in writing or audio recording. Clarify issues 
that are confusing at that time. A good consul-
tant will help identify potential confounding vari-

ables that should be controlled either by design 
or statistically. Make sure you leave with an un-
derstanding of how design, measurement and 
statistical analysis fit together. Once you have 
drafted your proposal, get confirmation from the 
consultant that you have “gotten it right.”

Make sure you discuss how to set up your data 
for analysis. The statistical analysis plan, design 
of the study, capture of confounders, number 
and type of outcome measures, and statistical 
software will dictate the appropriate format. Un-
less you are completely comfortable with statis-
tical software and the analysis plan, do not do 
this on your own. There is nothing more frus-
trating than to have all of your data entered, 
only to find it is not in an analyzable format.


